Math 33A Worksheet Week 6 Solutions

TA: Emil Geisler and Caleb Partin

May 9, 2024
. 4 9 . . . 112 -1 3
Exercise 1. Let A : R* — R“ be the linear transformation given by the matrix 9 4 —92 6l
Find a basis for ker A. Find a basis for ImA. Notice that dimker A + dimImA = 4.
RREF:
1 2 -1 3
00 0 O
so solutions to Ax = 0 are given by 1 = —2x5 + x3 — 314, 2, 23,24 free. So a basis for ker A is
given by
-2 1 -3
1 0 0
O’ 11{’(0
0 0 1

Since only first column has a leading one in RREF, the first column [1] forms a basis for ImA.
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Exercise 2. True or false: Explain your reasoning or find an example or counterexample.

(a) If V is a subspace of R? that does not contain any of the elementary column vectors ey, e, €3,

then V = {0}.
(b) If vy, v9,v3, vy are linearly independent vectors, then vy, ve, v3 are linearly independent.

(c) If vy, v9,v3 are linearly independent vectors, then vy, vy, v3, v4 are linearly independent.

1 2
(d) It is possible for a 4 x 4 matrix A to have ker A = span< 8 , g > and
—1 0

0 0
0 0 2
ImA—span< ol * 14l 1 3 >
2

(e) There exists a 4 x 4 matrix A with ker A = span(ey, es, e5) and ImA = span(e;z + e4)

(f) There exists a 5 x 5 matrix A with ker A = ImA.
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(2)

There exists a 4 X 4 matrix A with ker A = ImA.

(a)

(e)

1
This is false. For instance, V' = span(|1|) is not the zero subspace but doesn’t contain any
0

of eq, e, €3.

This is true. Since vy, vy, v3,v4 are linearly independent, the only solution (z1, zs, x3,24) to
101+ x99+ w303+ 1404 = 018 (0,0, 0,0). Therefore, the only solution to x;v; +xavs+x303 = 0
is (0,0,0), so vy, vy, v3 are linearly independent.

This is false. For instance, let v; = e;,vs = €9, v3 = e3 in R?, and let v, be any vector in R3.

False. Suppose A was a matrix satisfying the conditions. Notice that the two vectors spanning
ker A are linearly independent, so dimker A = 2. Similarly, we show by RREF or inspection
that the three vectors spanning ImA are linearly independent, so dim ImA = 3. So dim ker A+
dimImA = 5, but this contradicts the rank-nullity theorem, so no such matrix A exists.

Yes. Notice that in this case dimker A + dimImA = 3+ 1 = 4, so there is no issue from rank
nullity. Since ey, €9, e3 € ker A, the first three columns of A must be zero, and so we find the
following example:

o O OO
o O OO
o O OO
_ = O O

False. A 5 x 5 matrix must have dim ker A 4+ dim ImA = 5 by rank-nullity, and since 5 is not
an even number, we cannot have dimker A = dim ImA.

True. Notice that by rank nullity, we must have dimker A = dimImA = 2, so suppose A
is a 4 x 4 matrix with ker A = span(ey, ez). This implies its first two columns are the zero
vector. In order for the image of A to also be span(ey, es), the last two columns must span
span(ey, ea), so the following matrix works:

o O OO
o O OO
o O O
S O = O



Exercise 3. Let A:R® — R” be given by the following matrix:

000 0 0000
000 0 0000
000 0 0000
001 0 030 2
23010040
000 0 0000
000 0 00 0 0

Determine dimker A (hint: use rank-nullity and find dim ImA).

ImA is two dimensional by observation or by noticing that the row reduced echelon form has exactly
two leading ones. Therefore, since dimker A + dimim A = 8 and dimim A = 2, dimker A = 6.

Exercise 4. Find a basis for the following subspaces of R3:

3 1 2 0
(a)stpan( —1],10(,|-1],]1 >

2 1 1 —4
0
(b) V:{ Vg ‘01—30220}
U3
(c) Let A : R® — R3 be any linear transformation such that dimker A = 0. Find a basis for
V =ImA.
31 2 0
(a) V=imAfor A=|—-1 0 —1 1 |. RREF of A has leading ones in 1,2, and 4th column,
2 1 1 —4

so the first, second, and fourth of these vectors form a basis for V.

(b) Notice that V =ker A for A= [1 —3 0]. A is already row reduced, so writing the solutions
I
to AZ = 0, we find that ¥ = |xo| must satisfy
T3

T — 329 =0 <= 21 = 329

Since only the first column of (the row reduced echelon form) of A has a leading one, x5, x3

are free, so
3T 3 0 3 0
ker A = { Ty | | xo, 3 GR} = {xg 1| +a5 (0] | z2,23 GR} =span(|1|, |0|)
3 0 1 ol |1
3 0
so a basis for ker Ais {|1], 0]}
0 1



(c) Since dimker A = 0, by rank nullity, dimImA = 3. Therefore, since dimImA = 3 and is a

1 0 0
subspace of R3, ImA = R3. Thus, a basis for Ais [0, |1], |0].
0 0 1



Exercise 5. For what values of A € R are the following pairs of vectors orthogonal?

o P[5

o )L

(a) Orthogonal if and only if —2X + 3 = 0, so orthogonal when A = 3/2 and not otherwise.

(b) The dot product between these two vectors is 0, so orthogonal regardless of A.

(c¢) Orthogonal if and only if A + X = 0, so only orthogonal when A = 0.

Exercise 6. Consider two subspaces V and W of R, where V' is contained in W, denoted V' C W.
(a) Show that dim (V') < dim(W).
(b) Show that if dim(V') = dim(W), then V = W.

(a) Let B = {v1,va,...,v;} be a basis for V. Since V' C W, each of the vectors vy, vq, ..., v; are
in W, and thus & is a linearly independent subset of W. Therefore, we can choose vectors
Ugs1,-- -, € W such that {vy,va, ..., Uk, Vg1, ..., 0} forms a basis for W, so dimW =1 >
k=dimV.

(b) Let # = {v1,va,..., v} be a basis for V' and since V' C W, each of the vectors vy, ..., vy are
in W, so 4 is a linearly independent subset of W. Since dim W = dim V' = k by assumption,
2 is thus a basis for V' (see Thereom 3.3.4 in Bretscher).


https://math.stackexchange.com/questions/1701880/expanding-a-linearly-independent-set-to-a-basis

